Estimation of sensitivity and specificity of diagnostic tests and disease prevalence when the true disease state is unknown
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Abstract

The performance of a new diagnostic test is frequently evaluated by comparison to a perfect reference test (i.e., a gold standard). In many instances, however, a reference test is less than perfect. In this paper, we review methods for estimation of the accuracy of a diagnostic test when an imperfect reference test with known classification errors is available. Furthermore, we focus our presentation on available methods of estimation of test characteristics when the sensitivity and specificity of both tests are unknown. We present some of the available statistical methods for estimation of the accuracy of diagnostic tests when a reference test does not exist (including maximum likelihood estimation and Bayesian inference). We illustrate the application of the described methods using data from an evaluation of a nested polymerase chain reaction and microscopic examination of kidney imprints for detection of Nucleospora salmonis in rainbow trout. © 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

The sensitivity and specificity of a test are usually determined by comparison with a reference test (often referred to as a “gold standard”), which is supposed to determine the true disease state of the animals unambiguously (Office International des Epizooties, 1996; Greiner and Gardner, 2000). When a gold standard is available, sensitivity and specificity can be estimated directly (Kraemer, 1992). The true disease state, however, is rarely known in practice, because perfect test results may be difficult or impossible to obtain (Tyler and Cullor, 1989).

If classification errors in the reference test are ignored, serious bias may be introduced in the assessment of the accuracies of the new test (Staquet et al., 1981; Valenstein, 1990). However, when the error probabilities of the reference test are known, it is possible to obtain unbiased estimates of the accuracies of the test in question (Gart and Buck, 1966; Staquet et al., 1981). The estimation is based on the assumption that the classification errors in the reference and the new test are independent, conditional on the true disease state. However, estimation is possible even when conditional independence is not assumed (Thibodeau, 1981).

Hui and Walter (1980) considered the case where two tests (both with unknown sensitivity and specificity) were simultaneously applied to individuals from two populations with different prevalences of disease. They showed that sensitivity and specificity of both tests (assuming conditional independence) — as well as true prevalence in both populations — could be estimated by maximum likelihood (ML). A thorough discussion of the applicability of the method in other settings (such as the case with one-population and three or more tests) is given by Walter and Irwig (1988). Bayesian methodology has also been used for the model proposed by Hui and Walter and ones like it (Joseph et al., 1995; Johnson et al., 2000). Computations are accomplished by Gibbs sampling (Gelfand and Smith, 1990). Hui and Zhou (1998) presented an overview of available methods for diagnostic test evaluation with an emphasis on methodology for estimation of sensitivity and specificity (without need for the assumption of conditional independence).

Although not widely adopted, the Hui and Walter model (and models similar to it) has been applied in statistical research (McClish and Quade, 1985; Vacek, 1985; Ashton and Moeschberger, 1988; Walter and Irwig, 1988; Qu et al., 1996; Sinclair and Gastwirth, 1996; Weng, 1996; Torrance-Rynard and Walter, 1997; Johnson and Pearson, 1999; Johnson et al., 2000) and in human medical science (van Ulsen et al., 1986; Shaw et al., 1987; Walter et al., 1991; de Bock et al., 1994; Faraone and Tsuang, 1994; Faraone et al., 1996; Line et al., 1997; McDermott et al., 1997; Mahoney et al., 1998; Rybicki et al., 1998). The methods have been introduced only recently in the evaluation of diagnostic tests used for detection of animal disease (Spangler et al., 1992; Agger et al., 1997; Chriel and Willeberg, 1997; Enoe et al., 1997; Sørensen et al., 1997; Willeberg et al., 1997; Georgiadis et al., 1998; Singer et al., 1998).

In this paper, we describe methods of estimating the sensitivity and specificity of diagnostic tests and disease prevalence when the true disease state is unknown. We present methods beginning with the case where an imperfect reference test is available, and we ultimately give special emphasis to the model and methods described by Hui and Walter (1980). Methods are illustrated using data from Georgiadis et al. (1998).
2. Estimating sensitivity, specificity and true prevalence when the true disease state is unknown

2.1. Reference test with known sensitivity and specificity

Consider the case where the true disease state of animals cannot be determined perfectly, but where the sensitivity (SeR) and the specificity (SpR) of a reference test are presumed known. When each individual animal in a random sample of size n is tested by a new diagnostic test and a reference test, four outcomes are possible: both tests positive (T1+, T2+; denoted a); one test positive and one negative (T1+, T2−; denoted b) and (T1−, T2+; denoted c); both tests negative (T1−, T2−; denoted d). The resulting cross-classification for the n animals in population i is shown in Table 1. The data presented in the 2×2 tables are assumed to have a multinomial distribution throughout this discussion.

Gart and Buck (1966) considered this case and provided estimates of the sensitivity (SeN) and the specificity (SpN) of the new test as well as the true prevalence (P) in the sample. Staquet et al. (1981) used an equivalent approach, but with simpler expressions. Using the notation in Table 1, SeN, SpN and P, according to Staquet et al. (1981), are estimated as

\[
\hat{Se}_N = \frac{gSpR - b}{n(SpR - 1) + e}, \quad \hat{Sp}_N = \frac{hSeR - c}{nSeR - e}, \quad \hat{P} = \frac{n(SpR - 1) + e}{n(SeR + SpR - 1)}.
\]

Formulas for standard errors (S.E.s) of these estimates are provided by Gart and Buck (1966). In this situation, parameters can be estimated because both the data and the parameter space are three-dimensional. Thus, the estimates above are simply solutions to three equations with three unknowns.

Staquet et al. (1981) also considered the case where both tests have perfect specificity but unknown sensitivities, and the case where the reference test has perfect specificity but unknown sensitivity. In both instances, SeN can be estimated.

All of the methods discussed assume that the two tests are conditionally independent (i.e. knowledge of the outcome of the reference test gives no information about the outcome of the new test, conditional on the true disease state). This assumption is not satisfied in many situations, especially when the two tests have the same basis (Gardner et al., 2000). Implications of this are discussed in Section 4.

<table>
<thead>
<tr>
<th>Test 1</th>
<th>Test 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>T+</td>
<td>T−</td>
</tr>
<tr>
<td>T+</td>
<td>a_i</td>
</tr>
<tr>
<td>T−</td>
<td>c_i</td>
</tr>
<tr>
<td>e_i</td>
<td>f_i</td>
</tr>
</tbody>
</table>

Table 1
Test results stated as positive (T+) or negative (T−), cross-classified in a 2×2 tables, according to the status of each individual animal tested by test 1 and 2 in population i (i=1, 2)
2.2. Both tests with unknown sensitivity and specificity

Although the assumption of known sensitivity and specificity for the reference test is commonly made, it is rarely correct. Usually there is some uncertainty about the true sensitivity and specificity values, even when considerable data have been collected. When previously collected data are used to estimate sensitivity and specificity of a new test, the inherent variability in these estimates should be taken into account (Gastwirth, 1987).

When one needs to evaluate the performance of two tests (both with unknown accuracies), the observed data are three-dimensional, while there are five unknown parameters: two sensitivities, two specificities and the prevalence. Therefore, additional data/information are required to make inferences.

The model introduced by Hui and Walter (1980) allowed the estimation of sensitivity and specificity of two tests, based on their cross-classified results, when applied to individuals from two populations with different disease prevalences. In addition to the assumption of conditional independence between the two tests, Hui and Walter also assumed that the accuracy of each test was the same in both populations.

Hui and Walter showed that when these assumptions hold, estimates of sensitivity and specificity of both tests, and of the prevalences in both populations can be obtained by ML. Data for this method can be obtained by sampling from two (or more) different populations (Georgiadis et al., 1998). Alternatively, two or more samples could be obtained from the same population by subdivision according to covariate information (such as health status or herd-size) (Enøe et al., 1997; Willeberg et al., 1997) as long as the resulting subpopulations have different prevalences.

For each population test results are cross-classified in a $2 \times 2$ table according to the status of each individual tested (as shown in Table 1). Each $2 \times 2$ table provides three degrees of freedom (d.f.) for estimation. When two populations are available, there are 6 d.f. for estimation. The number of parameters of interest is two for each of the two tests (sensitivities and specificities) and one for each of the two populations (prevalences). For this particular situation, explicit formulas for the maximum likelihood estimates (MLEs) are available (Hui and Walter, 1980). In this case, both the data and the parameter space are six-dimensional and the estimates are solutions to six equations with six unknowns.

Six parameters must be estimated from the observed data: sensitivity of test 1 ($Se_1$), sensitivity of test 2 ($Se_2$), specificity of test 1 ($Sp_1$), specificity of test 2 ($Sp_2$), prevalence in population 1 ($P_1$) and prevalence in population 2 ($P_2$). Formulas for the MLEs were given by Hui and Walter (1980):

$$
\hat{Se}_1 = \frac{(g_1e_2 - e_1g_2)/n_1n_2 + a_2/n_2 - a_1/n_1 + F}{2(e_2/n_2 - e_1/n_1)},
$$

$$
\hat{Se}_2 = \frac{(g_2e_1 - e_2g_1)/n_1n_2 + a_2/n_2 - a_1/n_1 + F}{2(g_2/n_2 - g_1/n_1)},
$$

$$
\hat{Sp}_1 = \frac{(f_1h_2 - h_1f_2)/n_1n_2 + d_1/n_1 - d_2/n_2 + F}{2(e_2/n_2 - e_1/n_1)},
$$

$$
\hat{Sp}_2 = \frac{(f_2h_1 - h_2f_1)/n_1n_2 + d_1/n_1 - d_2/n_2 + F}{2(g_2/n_2 - g_1/n_1)}. 
$$
\[ \hat{P}_1 = 0.5 - \left\{ \frac{\left[ (g_1/n_1)(e_1/n_1 - e_2/n_2) + (e_1/n_1)(g_1/n_1 - g_2/n_2) + a_2/n_2 - a_1/n_1 \right]}{2F} \right\}, \]

\[ \hat{P}_2 = 0.5 - \left\{ \frac{\left[ (g_2/n_2)(e_1/n_1 - e_2/n_2) + (e_2/n_2)(g_1/n_1 - g_2/n_2) + a_2/n_2 - a_1/n_1 \right]}{2F} \right\}, \]

where

\[ F = \pm \left[ \left( \frac{g_1e_2 - g_2e_1}{n_1n_2} + \frac{a_1}{n_1} - \frac{a_2}{n_2} \right)^2 - 4\left( \frac{g_1}{n_1} - \frac{g_2}{n_2} \right)\frac{a_1e_2 - a_2e_1}{n_1n_2} \right]^{0.5}. \]

Two sets of solutions are provided by these equations (depending on the sign of \( F \)), only one of which gives reasonable estimates, assuming that \( Se + Sp > 1 \). For a more detailed discussion, see Hui and Walter (1980). Note, however, that in some situations there are no explicit solutions to the above equations (in which case it is necessary to apply an iterative procedure to obtain the MLEs). This is also the case when the model is extended to include data from more than two populations or tests. Moreover, even when explicit formulas for the MLEs are available, the formulas for the S.E.s are complicated. Therefore, we advocate the use of standard software (described below) for obtaining MLEs and associated S.E.s. We only discuss the two-population case. The extension to the multiple-population case is straightforward (Johnson et al., 2000).

3. Methods of estimation and computational techniques for the Hui and Walter model

ML estimates are a set of parameter estimates that were most “likely” to have generated the observed data and are obtained by maximizing the likelihood function (Tanner, 1996). Variances are obtained by calculating the Fisher Observed Information matrix and inverting it (Gelman et al., 1995, p. 100). The square roots of the diagonals of this matrix are the corresponding S.E.s. ML estimates have many optimal properties when sample sizes are large. They are asymptotically unbiased and efficient (i.e. large sample variances are relatively small, and asymptotically normal).

ML estimates and S.E.s generally are obtained through the Newton–Raphson (NR) technique (Tanner, 1996). The NR algorithm may fail to converge if the data are sparse or if the observed frequencies of some test result combinations are zero. In such instances, we recommend the use of data-augmentation approaches, which are better suited to this problem. One such approach is the Expectation–Maximization (EM) algorithm (Dempster et al., 1977), which takes advantage of a natural “latent” or “missing-data” structure for screening problems without a gold standard (namely, the missing information about true disease state). The computational advantage of data-augmentation methods derives from the simplicity of the augmented data likelihood, while the likelihood function based on the observed data is complicated. Details for the NR and EM algorithms are discussed in Sections 3.1 and 3.2, respectively.

Inferences based on the ML method rely on the assumption of a large sample size (\( n \)). Confidence intervals (CIs) obtained according to the formula \( \hat{\theta} \pm z_{\alpha/2} \text{S.E.} \) (for a generic
parameter \( \theta \)) will be valid only if \( n \) is sufficiently large. As a general rule of thumb, first calculate \( \hat{\theta} \pm k \text{S.E.} \), where \( k \) is an integer constant. If the intervals obtained with \( k=3 \) exclude 0 and 1, experience suggests that 95% CI will be reasonably accurate (Johnson and Gastwirth, 1991; Johnson and Gastwirth, 2000; Johnson and Pearson, 1999; Johnson et al., 2000). With \( k=5 \), even 99% CIs should be highly accurate.

Alternatively, the Bayesian approach (Lee, 1989; Press, 1989; Gelman et al., 1995; Tanner, 1996) can be used to model a priori scientific knowledge about unknown parameters and to combine this information with the information contained in the likelihood based on observed data. Furthermore, it is possible to make inferences that are free from large sample theory assumptions. Virtually any inference can be made without having to resort to potentially difficult mathematical derivations; probability statements can be made about the parameters. The method is straightforward to implement by taking advantage of the missing-data structure and is accomplished by Gibbs sampling (Joseph et al., 1995; Mendoza-Blanco et al., 1996; Tanner, 1996; Johnson et al., 2000). Details of the Gibbs sampler are given in Section 3.3 and in Appendix A.

Bayesian statistical inferences require the modeling of all uncertainty with probability. Scientific information about the unknown accuracies and prevalences is thus incorporated into the model through the specification of a joint prior probability distribution on all parameters of interest. The information incorporated into this distribution should be elicited as scientific input and would ideally be based on previous studies that are similar to the current one. Posterior inferences are obtained by combining the actual likelihood with an assumed prior distribution. The Gibbs sampler can be used to obtain numerical approximations to exact posterior inferences. The previously considered situation, where sensitivity and specificity of the reference test were assumed known, could be regarded as a special case of Bayesian analysis, where there was no uncertainty about these two parameters. A more realistic Bayesian analysis simply attaches probabilistic measures of uncertainty to all the parameters of interest. Details about the specification of the prior distributions are given in Section 3.3.1

3.1. Maximum likelihood: Newton–Raphson

For each of the four cells in the 2\( \times \)2 table (Table 1), the likelihood contributions are determined as the probability of observing data in each cell conditional on the parameters, raised to the power of the observed frequency for that cell. The likelihood contributions for the four cells corresponding to population \( i \) may be written as

\[
\begin{align*}
(T_{1+}, T_{2+}) & : \quad [P_i \text{Se}_1 \text{Se}_2 + (1 - P_i)(1 - \text{Sp}_1)(1 - \text{Sp}_2)]^{a_i}, \\
(T_{1+}, T_{2-}) & : \quad [P_i \text{Se}_1 (1 - \text{Se}_2) + (1 - P_i)(1 - \text{Sp}_1)\text{Sp}_2]^{b_i}, \\
(T_{1-}, T_{2+}) & : \quad [P_i (1 - \text{Se}_1) \text{Se}_2 + (1 - P_i)\text{Sp}_1(1 - \text{Sp}_2)]^{c_i}, \\
(T_{1-}, T_{2-}) & : \quad [P_i (1 - \text{Se}_1)(1 - \text{Se}_2) + (1 - P_i)\text{Sp}_1\text{Sp}_2]^{d_i}.
\end{align*}
\]

---

1 Some readers may prefer to skip Sections 3.1–3.3, which are somewhat technical, during the first reading of the paper.
The likelihood function for the unknown parameters based on the overall data is obtained by multiplying the likelihood contributions across the \(i\) populations, regardless of the number of populations sampled (provided they are sampled independently). The above formulas were derived using the conditional independence assumption, which is evident by noticing that the joint probabilities of test results, conditional on disease status ((D\(\dagger\))=truly diseased; (D\(\ddagger\))=truly non-diseased), are obtained by multiplying the respective individual test probabilities, e.g. \(\Pr(T_1+, T_2 + | D\dagger) = Se_1Se_2\), etc.

After the likelihood function has been obtained, MLEs for the sensitivities, specificities and prevalences (as well as the asymptotic variance–covariance matrix) can be obtained by maximization of the likelihood by iterative methods. One approach is the NR algorithm (Tanner, 1996) which is available in statistical software packages, e.g. BMDP-LE (BMDP statistical software, Los Angeles, CA), S-Plus (Mathsoft, Seattle, WA) and SAS (SAS Institute, Cary, NC).

3.2. Maximum likelihood: EM algorithm

Both the EM algorithm and the Gibbs sampler make use of the idea that it is possible to allocate individuals from each population into a truly diseased or a truly non-diseased but unobservable (latent) class. In this case, the observed number of individual test results in each of the four cells in the \(2 \times 2\) table is considered to be the sum of those that are truly diseased and those that are truly non-diseased. Therefore, the \(2 \times 2\) table for each population is considered to result from collapsing the two tables of latent data for this population.

The EM algorithm is an iterative numerical technique for finding the MLEs. At a given iteration, the E step simply involves imputing a current surrogate for the missing disease status of all individual samples. The surrogate for the missing count (say, \(z_{1i}\) of truly diseased individuals given the test result (\(T_1+, T_2\)) is obtained as the conditional expectation of \(z_{1i}\) given the observed count \(a_i\) in Table 1. The corresponding distribution is binomial \((a_{1i}, \Pr_{1i})\), with \(Pr_{1i}=P,Se_1Se_2/(P,Se_1Se_2+(1-P)(1-SP_1)(1-SP_2))\), where \(Pr_{1i}\) is the probability of disease given the test result (\(T_1+, T_2\)) and is obtained using Bayes’ theorem. Other probabilities are calculated similarly. The imputed data are used to create the “augmented-data likelihood” (ADL) with eight cell contributions from each population. The ADL function for the Hui and Walter model simplifies to the product of six binomial-like contributions. The ADL is maximized in the M step. The process begins with starting values for the parameters, which would be one’s best available estimate for those values. Then, the E and M steps are iterated until convergence. The algorithm is described explicitly for the Hui and Walter model in Singer et al. (1998).

Once the MLEs have been obtained, it is necessary to obtain the large sample variance–covariance matrix. The simplest approach is to use the MLEs obtained in the EM algorithm as starting values in a standard computer program that performs the NR technique; the asymptotic variance–covariance matrix is standard output from this algorithm. With such starting values, the NR algorithm should converge in one iteration. In the event that it does not, the program should be modified so that the algorithm is forced to do so (assuming that one is confident that the EM algorithm
has converged to the global maximum). Alternatively, one could use the formulas given in Hui and Walter (1980). A third alternative would be to write software to perform the EM-related technique of Meng and Rubin (1991), as described in Tanner (1996, pp. 78–79).

3.3. Bayesian approach: specification of priors and Gibbs sampling

In Bayesian analysis involving proportions, we often specify the prior distributions by modeling subjective probability about the unknown parameters through the use of beta distributions (Johnson and Gastwirth, 1991; Joseph et al., 1995; Mendoza-Blanco et al., 1996; Bedrick et al., 1997). Additionally, the use of beta priors greatly simplifies calculations and beta distributions are quite flexible (because manipulation of their two parameters can yield a large array of potential shapes).

To construct a beta prior distribution for a particular parameter, one should seek expert opinion about two or three characteristics of each of the parameters of interest. First, elicit the most probable value or best guess ($\theta_0$), which may be an actual estimate based on previous data. Then, determine a value ($\theta_L$) for which the experimenter is $(1-\gamma/2)$ certain that the parameter will be larger, and/or a second value ($\theta_U$) for which the experimenter is $(1-\gamma/2)$ certain that the parameter will be smaller. With $\gamma=0.1$, the experimenter is 95% sure that the parameter of interest is smaller than $\theta_U$ and 95% certain that it is larger than $\theta_L$. These values are then the 95th and 5th percentiles of the prior distribution, respectively. The “best guess” can be selected to be the mode if a unimodal prior distribution is sought.

In the case of beta ($a, b$) priors, the mode of the distribution is given by the formula $\hat{\theta}_0=(a-1)/(a+b-2)$ when $a>1$ and zero otherwise. Solving this equation, $a=(1+\theta_0(b-2))/(1-\theta_0)$. So for a given guess ($\theta_0$) and a given value of $b$, $a$ is determined. Once a pair ($a, b$) has been obtained, software like S-plus can be used to determine whether the appropriate percentiles of the specified beta ($a, b$) distribution are $\theta_L$ and $\theta_U$. If this constraint is not satisfied, another $b$ is selected and the appropriate $a$ is calculated. The process is repeated until a beta ($a, b$) distribution that satisfies the constraints posed by the prior specification is identified. The distribution is then presented graphically to the subject matter experts for verification; if not satisfactory, the process is repeated with another type of distribution. If $a<1$ is appropriate, then since the formula for the mode cannot be used, one can equate $\theta_0=a(a+b)$ (which is the mean of the beta distribution) and proceed as described above.

All Bayesian analyses should include a sensitivity analysis, which involves consideration of a non-informative prior as well as a few perturbations of the given prior. If the corresponding posterior inferences change drastically, this should be reported. Some may prefer to simply use a non-informative prior, e.g. beta (1, 1), if a subject matter expert is not available. For more complete account of Bayesian screening in related settings, see Johnson and Gastwirth (1991), Gastwirth et al. (1991), Geisser and Johnson (1992), Mendoza-Blanco et al. (1996), Johnson and Pearson (1999) and Johnson et al. (2000).

After eliciting prior distributions for each of the six unknown parameters (the sensitivities and specificities of T1 and T2 and the prevalence in each of the
two populations), joint independence of these elicitations is assumed and the joint posterior distribution is obtained. Bayesian inferences are based on the combined input from the likelihood and the joint prior. The product of the likelihood function and the joint prior density is the conditional probability density of the parameters given the observed data (up to the constant of integration because the resulting posterior distribution must integrate to 1). The constant of integration will not be discussed further, because it plays no role. Ultimately, one can obtain (by integration) the marginal posteriors for each of the six parameters of interest. If the posterior is highly concentrated about a particular value, the implication is that there is a great deal of a posteriori certainty about that parameter. The median of the posterior is used for point estimates. The standard deviation (S.D.) of a marginal posterior distribution is a measure of the quality of the point estimate. Finally, intervals that have \( 1 - z \) probability content are obtained, using each of the marginal posteriors. So, with \( z = 0.05 \), such an interval can be interpreted to mean that one is 95% sure that the corresponding parameter is in that interval.

As previously indicated, the ADL is simple and — when combined with the prior — results in independent beta distributions. The latent data and observations from the joint posterior are simulated in the Bayesian approach by an iterative Markov chain Monte-Carlo technique using the Gibbs sampler (Gelfand and Smith, 1990; Gelman et al., 1995; Andersen, 1997). The simulated sample is then used to approximate the actual posterior distribution. For example, the procedure will generate many values from the posterior (e.g. \( \text{Se}_1 \)). A plot of these values can then be regarded as a numerical approximation to the corresponding probability density function. The median of the Monte-Carlo sample is a numerical approximation to the actual value of the posterior that has half of the probability to the left and half to the right and this is our point estimate. The Bayesian intervals for each parameter are obtained by considering the percentiles of the Monte-Carlo sample.

The Gibbs sampling approach proceeds as follows with technical details presented in Appendix A. The approach is iterative with two steps as with the EM algorithm. Initially, starting values for the parameters are selected. These parameter values can be one’s best guesses based on the prior distributions, or they can simply be values that are sampled from the prior distributions. Sampling beta distributions is routine in packages such as S-plus, Gauss (Aptech, Kent, Washington) and SAS. With specified starting values, one proceeds to sample values for the missing (latent) \( z_{ijk} \)'s. These distributions are identical to those described in Section 3.2.

Using this approach, a set of \( z_{ijk} \)'s is sampled from the respective binomial distributions. These current values for the missing data are then substituted to create the current ADL, which in turn is combined with the prior resulting in independent beta posteriors for the six parameters. These distributions are then sampled, the new values used to re-sample the conditional binomial distributions for the missing \( z_{ijk} \)'s, and the process is continued to convergence. Convergence is assessed by considering plots of running means of the parameters of interest and is determined when these plots stabilize after a certain number of samples. Early samples in the iterative process are often discarded; this phase frequently is termed the “burn-in” phase. Details are given in Johnson et al. (2000).
3.4. Bayesian method for the one-population model

Joseph et al. (1995) considered the Gart and Buck (1966) situation with two tests and one sample of data without a gold standard. Thus, there were five unknown parameters and only three-dimensional data (Chriel and Willeberg, 1997). With only one population, the likelihood lacks identifiability; many distinct values of the parameters can result in the same value for the likelihood. But, with a proper prior (based on empiric or scientific knowledge) on the five parameters, this problem no longer occurs. The disadvantage, however, is that as the sample size increases, the posteriors will not necessarily focus on the “true values” of the parameters (Andersen, 1997; Johnson et al., 2000). However, from a purely Bayesian perspective, one is simply modeling uncertainty about parameters and does not expect ultimately to know the precise values unless the quality of the prior information is extremely precise. Certainly, such inferences are more realistic than simply substituting values for the sensitivity and specificity of the reference test as if they were truly known. The Bayesian approach allows one to be uncertain about these values and to still make valid inferences. We refer the reader to Joseph et al. (1995) and to Johnson et al. (2000) for the details of the implementation of this procedure with this kind of data.

4. Assumptions

The methods presented in this paper are based on several assumptions that — if not taken into careful consideration — can seriously invalidate the results.

In the models proposed by Gart and Buck (1966), Staquet et al. (1981) and Hui and Walter (1980), the two tests are assumed to be conditionally independent. The assumption of conditional independence implies that given that an animal is diseased (or not), the probability of positive (or negative) outcomes for T1 is the same regardless of a known outcome for T2. Thibodeau (1981) considered the case where the tests are conditionally dependent by modeling the correlation between tests (thus extending the results of Gart and Buck (1966)). Vacek (1985) showed that if conditional dependence exists between two tests, then classification errors for both tests will be substantially underestimated when using the Hui and Walter model (see also Brenner, 1996; Torrance-Rynard and Walter, 1997).

For the Hui and Walter model, an additional major assumption is that the accuracy of both tests remains constant over different populations. When this assumption fails, bias is introduced. A general discussion is provided by Choi (1997) and Brenner and Gefeller (1997). The reason for this assumption is a practical one: allowing the accuracies to be different from one population to the next would add four additional parameters for each population considered, while there are only three additional d.f. associated with each new population in the two-test case.

To illustrate some potential difficulties encountered with invalid assumptions, we generated data that are nearly perfectly consistent with certain parameter values. First, we consider data that are generated based on correlated tests but with constant accuracy across populations. We defined the correlation between two tests based on a known diseased sample to be $\rho_{D+} = \text{corr}(T_1, T_2|D+)$. And the correlation between two test outcomes based on a sample that is known to be not diseased...
as \( \rho_{D-} = \text{corr}(T_1, T_2|D-) \). We generated data by choosing values that equal known expected values for the eight cell probabilities with given values for the accuracies, prevalences and correlations. The sample sizes were chosen to be large enough so that rounding expected values to integers would have little effect on the estimates. For example, \( a_1 = n_1 \{ P_1 \Pr(T_1+, T_2 + | D+) + (1 - P_1)\Pr(T_1+, T_2 + | D-) \} \), where 
\[
\Pr(T_1+, T_2 + | D+) = Se_1 Se_2 + \rho_{D+} \{ Se_1 (1 - Se_1) Se_2 (1 - Se_2) \}^{1/2},
\]
where \( a_i, b_i, c_i \) and \( d_i \) refer to the cells of the two 2×2 tables, the resulting MLEs were 0.958 for the sensitivities, 0.732 for the specificities and 0.093 and 0.065, respectively, for the prevalences. With correlation of 0.5, the data were: \( a_1 = 273, b_1 = c_1 = 119, d_1 = 668, a_2 = 361, b_2 = c_2 = 178, d_2 = 1005 \). The corresponding MLEs for the sensitivities were 0.98, for the specificities were 0.855 and for the prevalences were 0.224 and 0.201, respectively. With data based on a correlation of 0.9, the NR algorithm did not converge. Thus, even with a small correlation of 0.1 between the tests, estimates can be biased and with a correlation of 0.5, the MLEs are strongly biased.

As a second illustration, we generated data under the condition of conditional independence, but without the assumption of constant accuracy across populations. Consider the situation with equal sensitivities of 0.95 for the two tests when used in population 1 and with equal sensitivities of 0.85 when used in population 2. Assume the specificities are the same and equal to 0.85 for both populations. Finally, assume a prevalence of 0.05 for population 1 and 0.02 for population 2. Based on the data \( (a_1 = 133, b_1 = c_1 = 247, d_1 = 1373, a_2 = 73, b_2 = c_2 = 255, d_2 = 1417) \), the resulting MLEs for the sensitivities were both 1, for the specificities were 0.84, and for the prevalences were 0.044 and 0.014, respectively. A second situation considered had sensitivities based on tests in population 1 equal to 0.95, and based on tests in population 2 equal to 0.65, specificities all set equal to 0.85 and the same prevalences as before. Based on the data \( (a_1 = 133, b_1 = c_1 = 247, d_1 = 1373, a_2 = 61, b_2 = c_2 = 259, d_2 = 1421) \), the estimated sensitivities were 1, estimated specificities were 0.847, and the estimated prevalences were 0.044 and 0.007, respectively. Hence, the assumption of equal accuracies is also crucial.

As previously described, the assumption of distinct prevalences is necessary to the Hui and Walter model because otherwise, the data can be collapsed into a single 2×2 table with only 3 d.f. for estimation. In our experience, MLEs exhibited little bias even when the difference in prevalences was as little as 0.01. Simulation studies could indicate whether this is a general finding or not. However, the variances of these estimates are inversely proportional to the squared difference in prevalences, and thus, CIs in this instance should be very wide. As a result, this is a built-in protection against making inappropriate inferences when this assumption is questionable.

5. Illustrations

To illustrate the reviewed methods and models, we used data from Georgiadis et al. (1998) who evaluated a nested polymerase chain reaction (PCR) test (Barlough et al.,
1995) and microscopic examination (ME) of kidney imprints for detection of the microsporidian parasite *Nucleospora salmonis* in rainbow trout.

Briefly, Georgiadis et al. (1998) used the NR and the EM algorithms to assess the accuracy of the PCR test and ME using the Hui and Walter two-population model. Thus, some of the results in the present study have been previously published. However, we discuss the estimates in further detail and extend the analyses for illustrative purposes.

A rainbow-trout hatchery that was historically found infected with *N. salmonis* was identified. Between March 1995 and August 1996, this population was sampled three times. Kidney samples from each sampled fish were examined by PCR and ME. Test results are shown in Table 2.

### 5.1. Known reference test characteristics

Initially, the best available estimates for the Se and Sp of each of the two tests were used to estimate the respective characteristics of the other using the method of Staquet et al. (1981). The best available estimates for each parameter were chosen to be equal to the “the most probable value” based on knowledge about the morphology and biology of the parasite, the epidemiology of the respective disease as well as information on the PCR and ME tests.

The best available estimates for the Se and Sp of the ME were believed to be 0.55 and 0.98, respectively. The best available estimates for the Se and Sp of the PCR were 0.90 and 0.85, respectively.

Using the method of Staquet et al. (1981) and data from sample 3 in Table 2, estimates and S.E.s were \( \hat{P} = 0.151(0.103), \quad \hat{Se}_{\text{PCR}} = 1.0 \) and \( \hat{Sp}_{\text{PCR}} = 0.122(0.067) \), when ME was used as reference. Using the PCR test as reference, estimates were \( \hat{P} = 1.0 \) and \( \hat{Se}_{\text{ME}} = 0.113(0.062) \), whereas \( \hat{Sp}_{\text{ME}} \) could not be determined from the present data by this method. Standard errors were not determined when estimates were 1 (or 0) because standard asymptotic theory for derivation of S.E.s did not apply in those cases.

### 5.2. Hui–Walter model

We decided to collapse results from the two samplings into a single sample.

<table>
<thead>
<tr>
<th>ME</th>
<th>PCR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample 1</td>
<td>Sample 2</td>
</tr>
<tr>
<td>T+</td>
<td>T−</td>
</tr>
<tr>
<td>T+</td>
<td>0</td>
</tr>
<tr>
<td>T−</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2

Observed test results at three samplings of kidney tissue from rainbow trout, cross-classified as positive (T+) or negative (T−) for *N. salmonis* by ME and PCR.
The assumption of conditional independence was considered to be reasonable because the two tests have different bases: microscopy relies on visual observation of the parasite, while PCR is a DNA-based technique. However, the assumption of constant Se for the two populations may be tenuous, because the Se of a diagnostic test (especially when detecting an infectious agent) may depend on the prevalence and the stage of the disease it detects. The two sampled populations probably had very different prevalences (Georgiadis et al., 1998). On the other hand, Sp of each test should be similar in the two populations, because all samples were obtained from the same location (which minimizes the likelihood of differences in cross-reacting microorganisms present).

We used the formulas provided by Hui and Walter to obtain MLEs of the six parameters of interest. The estimates were $\hat{P}_1 = 0.0$, $\hat{P}_2 = 0.898$, $\hat{S}_{E_{PCR}} = 1.0$, $\hat{S}_{P_{PCR}} = 0.977$, $\hat{S}_{E_{ME}} = 0.111$ and $\hat{S}_{P_{ME}} = 1.0$. We then used the NR algorithm to obtain the MLEs by use of BMDP-LE (Georgiadis et al., 1998). Several choices of starting values were used to check that a global rather than local maximum was achieved. However, because of the zeros in some of the cells, the NR algorithm failed to converge to the MLEs. However, convergence was achieved by adding a small number to all eight cells of the $2 \times 2$ tables. After adding 0.185 to all cells, the estimates were $\hat{P}_1 = 0.025$, $\hat{P}_2 = 1.0$, $\hat{S}_{E_{PCR}} = 0.999$, $\hat{S}_{P_{PCR}} = 0.998$, $\hat{S}_{E_{ME}} = 0.111$ and $\hat{S}_{P_{ME}} = 1.0$. Unfortunately, this approach introduced bias (Georgiadis et al., 1998), and thus we proceeded to apply the aforementioned data-augmentation approaches.

### 5.2.1. Maximum likelihood: EM algorithm implementation

The EM algorithm was implemented using Gauss and SAS software. We obtained estimates of the parameters using the data from the two populations described above (population 1: first and second sampling, population 2: third sampling) (Georgiadis et al., 1998).

To obtain a measure of goodness-of-fit, we computed MLEs using the EM algorithm based on the data from all three samplings. By using three-population data, we increased the number of d.f. by 3. One additional parameter (the prevalence of the corresponding third population) required estimation, leaving 2 d.f. for the goodness-of-fit test. The fit of the model was evaluated by Pearson’s chi-square, making use of observed and predicted numbers calculated from the MLEs. The observed chi-square statistic was 3.01 with 2 d.f. ($P=0.22$) (indicating a reasonable fit). This should be interpreted with caution because the large sample theory basis for the chi-square distribution is questionable for these data.

The estimates of Se and Sp for the two tests were identical to those obtained with collapsed data (Table 3). The estimated prevalences using all three samples were 0 for the first two and 0.898 for the third sample. S.E.s for the estimates can be obtained using the NR algorithm with starting values equal to the MLEs obtained by the EM algorithm. Construction of CIs for parameters is based on the asymptotic normality of the MLEs which depends on the availability of moderate to large samples. This assumption was not deemed to be appropriate for our data. S.E.s were not obtained when the corresponding estimates were 0 or 1. None of the other estimates satisfied our rule-of-thumb for determining the adequacy of the sample size for obtaining CIs ($\hat{\theta} \pm k \text{ S.E.}$ excludes 0 and 1, where $k=3$ for 95% CI and $k=5$ for 99% CI).
Table 3
Estimates of sensitivity and specificity of ME and PCR for detection of *N. salmonis* in rainbow trout and disease prevalence obtained by the Hui–Walter model

<table>
<thead>
<tr>
<th></th>
<th>Original data&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Perturbed data&lt;sup&gt;b&lt;/sup&gt;</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0, 0, 3, 129/3, 0, 24, 3&lt;sup&gt;c&lt;/sup&gt;</td>
<td>1, 0, 3, 129/3, 0, 24, 3</td>
<td>0, 0, 3, 129/3, 0, 24, 3</td>
<td>0, 0, 3, 129/3, 1, 24, 3</td>
<td>1, 1, 3, 129/3, 1, 24, 3</td>
</tr>
<tr>
<td></td>
<td>EM&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Bayes&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Bayes with NIP&lt;sup&gt;e&lt;/sup&gt;</td>
<td>EM&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Bayes&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>( \hat{P}_1 )</td>
<td>0.00</td>
<td>0.012 (0–0.05)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>&lt;0.01 (0–0.02)</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>( \hat{P}_2 )</td>
<td>0.90</td>
<td>0.86 (0.7–0.96)</td>
<td>1.00 (0.87–1.00)</td>
<td>0.90</td>
<td>0.86</td>
</tr>
<tr>
<td>Se&lt;sub&gt;ME&lt;/sub&gt;</td>
<td>0.11</td>
<td>0.17 (0.07–0.32)</td>
<td>0.12 (0.04–0.26)</td>
<td>0.13</td>
<td>0.18</td>
</tr>
<tr>
<td>Se&lt;sub&gt;PCR&lt;/sub&gt;</td>
<td>1.00</td>
<td>0.94 (0.81–0.99)</td>
<td>0.89 (0.75–0.98)</td>
<td>1.00</td>
<td>0.94</td>
</tr>
<tr>
<td>Sp&lt;sub&gt;ME&lt;/sub&gt;</td>
<td>1.00</td>
<td>0.99 (0.97–1)</td>
<td>0.99 (0.97–1.00)</td>
<td>1.00</td>
<td>0.99</td>
</tr>
<tr>
<td>Sp&lt;sub&gt;PCR&lt;/sub&gt;</td>
<td>0.98</td>
<td>0.97 (0.93–0.99)</td>
<td>0.97 (0.94–0.99)</td>
<td>1.00</td>
<td>0.97</td>
</tr>
</tbody>
</table>

<sup>a</sup> Data from Georgiadis et al. (1998).

<sup>b</sup> Data modified by changing one or more cell frequencies from 0 to 1 and used in case-influence analysis.

<sup>c</sup> Observed frequencies in the eight cells of the two 2×2 tables \( (a_1, b_1, c_1, d_1) / (a_2, b_2, c_2, d_2) \).

<sup>d</sup> Parameter estimates obtained using the EM algorithm and Bayesian estimation (Bayes).

<sup>e</sup> Sensitivity analysis using non-informative priors (NIPs).

<sup>f</sup> Bayesian 95% probability interval.
5.2.2. Bayesian approach: Gibbs sampling implementation

We require prior probability distributions for the six parameters of interest. These distributions are based on expert opinion and represent our scientific knowledge about the parameters.

The most probable value of \( S_{e ME} \) was determined to be 0.55, while we were 95% sure that it was less than 0.85. Following the outlined procedure, the beta distribution \((2.82, 2.49)\) with mode 0.55 and 95th percentile 0.85 was identified. The most probable value of \( S_{p ME} \) was 0.98, and it was thought to be at least 0.8 with 95% certainty. The beta distribution with a mode of 0.98 and 5th percentile of 0.8 is beta \((15.7, 1.3)\).

The most probable value of \( S_{p PCR} \) was determined to be 0.9 and we were 95% sure that it was at least 0.6, which results in a beta \((8.29, 1.81)\) distribution. The distribution for \( S_{p PCR} \) was based on a best guess of 0.85 and a 5th percentile of 0.60. The corresponding distribution was beta \((10.69, 2.71)\). Our best guess for \( P_1 \) in population 1 was 0.03, and we assumed that it should not be more than 0.30 with 95% certainty. The corresponding distribution with mode 0.03 and 95th percentile 0.30 is beta \((1.27, 9.65)\). Finally, \( P_2 \) in population 2 was believed to be considerably higher than \( P_1 \) with the most probable value set to 0.30 and the 5th percentile set to 0.08. This resulted in a beta \((1.73, 2.71)\) distribution. The six prior distributions are shown in Fig. 1. The Bayesian analysis was performed in S-Plus and results are given in Table 3. Posterior probability distributions are shown in Fig. 2.

We finally considered a Bayesian analysis of one-population data. We used the data from sample 3 in Table 2 and the same prior distributions that were used for the two-population analysis. The estimates and S.D.s were \( \hat{P} = 0.78(0.13), \ S_{e ME} = 0.19(0.08), \)
The point estimates of the six parameters for both methods were similar. The Bayesian probability intervals for all the parameters, except for the two specificities, were very wide, which was attributed to the small sample size and the sparseness of the data. The amount of information in the data was insufficient to provide great precision, regardless of the method used.

We considered the effect of slight perturbations of the data on the final inferences. The primary reason was to determine the impact on our analysis if, e.g. one or more of the zeros in the data had actually been observed to be one. This is akin to doing a case-influence analysis (Cook, 1977; Johnson, 1985). If modifying one of the zeros in this way has a large impact on the results, we should not be overly confident in our analysis. Results are presented in Table 3. Both methods gave unstable estimates of prevalence and sensitivity with these sparse data; Bayesian estimates were slightly more stable due to the additional information introduced by the prior.

We next conducted a sensitivity analysis by using relatively non-informative priors. We used uniform (beta (1, 1)) prior probability distributions for all the accuracy parameters, a beta (0.1, 0.9) for $P_1$ and a beta (0.9, 0.1) for $P_2$. All estimates were qualitatively similar (see Table 3) except for the estimate of $P_2$ using the non-informative prior distributions.
Large samples are required to obtain valid CIs based on the ML approach. The sample size for our data was small, which suggests that large sample CIs may be inappropriate. Further evidence is suggested by consideration of the posterior distributions plotted in Fig. 2. If the sample size was large enough, the likelihood would be multivariate normal in shape, and this would cause marginal posteriors to be normal in shape, provided the prior information was not too strong, relative to that in the data. The skewness of the plots in Fig. 2 suggests the lack of normality in the shape of the likelihood, which indicates that large sample normal theory is not valid for these data.

The Bayesian method provided point estimates and intervals without the necessity of a large sample size. Furthermore, the Bayesian intervals were true probability intervals (a 95% Bayesian interval contains the true parameter value with 95% certainty). This interpretation is preferable to the corresponding interpretation for a 95% frequentist CI, which is considered to include the true parameter value 95% of the time in repeated implementations of the data collection-and-analysis procedure. Another advantage of the Bayesian method is that it allows the use of well-documented prior information, which summarizes expert opinion. Traditional frequentist analyses tend to omit this valuable information, while the Bayesian approach embraces it.

6. Conclusions

When evaluating a new diagnostic test, it is generally wise to assume that the sensitivity and specificity of the reference test are not precisely known, and to use available methods to estimate them as well. For this purpose, we advocate the use of the ML methods when two or more populations can be sampled, and when the assumptions for the Hui and Walter model can be justified. A simple Newton–Raphson approach should suffice when the cells of the 2×2 tables displaying the cross-classified test results have large frequencies. When the NR algorithm fails to converge because of small sample sizes, the EM algorithm should be used. Bayesian methods require the modeling of uncertainty about the actual values for test accuracies and prevalences with probability. The Bayesian approach provides somewhat more stable estimates than the EM algorithm in this case (and easily interpretable intervals), but requires the extra step of specifying prior distributions.

All the presented methods are relatively easy to implement using an advanced statistical software program like S-Plus or SAS. Both the EM and the Gibbs sampler require short, and relatively user-friendly program code. Code is available from the authors upon request. When applying these methods, attention should be paid to the validity of assumptions. The work of Vacek (1985) and our examples indicate that violations of these assumptions may lead to severely biased results. To our knowledge, there is currently a lack of known, reliable methods for assessing these assumptions, although some work has been done in this area (Qu et al., 1996; Hadgu and Qu, 1998; Qu and Hadgu, 1998), see also Hui and Zhou (1998)). While it is expected that adding tests and populations to the scenario will allow for testing the Hui and Walter model, additional work is necessary to provide the theoretical basis for such an expectation.
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Appendix A. Technical details for the Gibbs sampler

Define the missing or latent $2 \times 2 \times 2$ tables of counts for those individuals who are diseased ($D^+$) to be $\{z_{ijk}\}$. Given the observed counts $\{a_k, b_k, c_k, d_k\} = \{y_{11k}, y_{12k}, y_{21k}, y_{22k}\}$, the table of missing counts consists of independently distributed binomial variates with $z_{ijk}\mid y_{ijk}$ distributed binomial ($y_{ijk}, \Pr_{ijk}$), where $\Pr_{ijk}$ is the conditional probability of being a D+ given the individual is from row $i$, column $j$ and population $k$, i.e. has test combination $(i, j)$. For example, using Bayes’ theorem

$$\Pr_{111} = \Pr(D \mid T_1+, T_2+, \text{Population 1}) = \frac{P_1 S_{e1} S_{e2}}{P_1 S_{e1} S_{e2} + (1 - P_1)(1 - S_{p1})(1 - S_{p2})},$$

where $P_1$ is the prevalence of population 1, cf. (Gastwirth, 1987; Brookmeyer and Gail, 1994). Furthermore, the posterior distribution of the parameters, given the data and the missing data $\{z_{ijk}\}$ is the product of independent beta posteriors for each parameter. For example, the augmented data posterior for $P_k$ is

$$\beta(a_{P_k} + z_{-k}, b_{P_k} + n_k - z_{-k}),$$

where the parameters $a$ and $b$ have subscripts which indicate that this is the prior for $P_k$, and the dot subscripts indicate the sum over that index. The corresponding distributions for $S_{e1}$ and $S_{e2}$ are

$$\beta(a_{Se1} + z_{1-}, b_{Se1} + z_{2-}), \quad \beta(a_{Se2} + z_{1-} + z_{2-}),$$

respectively, and for $S_{p1}$ and $S_{p2}$, they are

$$\beta(a_{Sp1} + y_{2-} - z_{2-}, b_{Sp1} + y_{1-} - z_{1-}), \quad \beta(a_{Sp2} + y_{2-} - z_{2-}, b_{Sp2} + y_{1-} - z_{1-}).$$

Thus, given starting values for the parameters, one can alternately sample from these two sets of distributions to obtain a Gibbs sample from the joint distribution of the posterior and proceed exactly as in Joseph et al. (1995).
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